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Abstract

Any autonomic system must implement mechanisms to automatically capture the most significant information about the internal state and also adapt the monitoring system to internal and external conditions. We refer to these activities as self-inspection and we consider them in the context of Internet-based services that are subject to workloads characterized by burst arrivals and heavy-tailed distributions. The large majority of the mechanisms driving these systems must take fast decisions on the basis of past and/or present load conditions of the system resources. In this context, self-inspection requires an adequate representation of the load behavior of the system resources that makes it possible to perform good actions under soft real-time constraints. In this paper, we show through a large set of experiments the need of basing load analyses and decisions on linear and non-linear models, such as the Exponential Moving Average and the 90-percentile models. All the considered models are applied to a multi-tier Web-based system that is instrumented with suitable self-inspection mechanisms at operating system level. However, the results can be extended to other Internet-based contexts where the systems are characterized by similar workload and resource behaviors.

I. Introduction

The advent of self-adaptive systems and autonomic computing [1]–[3] exploits the necessity for management algorithms that will take important decisions on the basis of a run-time evaluation of the load conditions of hardware and software system resources, especially oriented to load balancing and load sharing [4], overload and admission control [5], [6], job dispatching and redirection even at a geographical scale [7]. Self-adaptive systems seem an inevitable mean to manage the increasing complexity of networked information systems that have to satisfy scalability and availability requirements, and have to avoid performance degradation and system overload.

The ability of taking autonomous decisions according to some objective rules, for example, for event detection and for triggering actions concerning data/service placement, consistency, but also to detect overloaded or faulty components requires the ability of automatically capturing significant information about the internal state of the resources and also adapting the monitoring system to internal and external conditions.

In this paper, we focus on the following supports that are necessary to any runtime management system for self-adaptive applications: resource utilization monitoring mechanism, measurement and sampling, comparison of different models for extracting useful information from rough data. We refer to the previous activities as self-inspection that is, the ability of automatically capturing the most significant information about the internal state and also adapting the monitoring system to internal and external conditions.

The large majority of available algorithms and mechanisms for self-inspection evaluate the load conditions of a system through the periodic sampling of monitored raw data and use these values (or simple combinations of them) as a basis for determining the present system condition and any significant system change. While a measure offers an instantaneous view of the load conditions of a resource, it is of little help for distinguishing overload conditions from transient peaks, for understanding load trends and for anticipating future conditions, that are of utmost importance for taking correct decisions. These considerations are especially true when we consider self-adaptive supports for Internet-based services that receive a workload typically characterized by heavy-tailed distributions [8] and by flash crowds [9] that contribute to augment the skew of raw data.
Operating an Internet-based distributed system without accurate statistics is inappropriate. However, it is not easy to find the right combination between data sources providing low volume, coarse-grained, non-application specific data, and data sources providing high volume, fine-grained, and application specific information. These issues are even more complex in autonomic systems that are governed by some imposed service level agreement. Their policies should use system-wide and component status information to take the appropriate actions and to react to events, but this valuable information is not directly available. Distributed monitors usually yield raw, OS-level data (e.g., CPU and disk utilizations, network throughput) or application-level data (e.g., request throughput) that have to be aggregated to infer conclusions about the specific subsystem. Moreover, the resource measures obtained from load monitors of self-inspection mechanisms are extremely variable even at different time scales, and tend to become obsolete quickly [10]. Thus, long time measurement intervals reduce the effectiveness of the resource measures as suitable indicators of the real system conditions.

This paper demonstrates that in Internet-based contexts, self-inspection activities need an adequate "representation" of the load behavior of system resources that makes it possible to perform good (not necessarily optimal) actions under soft real-time constraints. Adequate means that in a heavy-tailed burst scenario we cannot use direct samples, or smoothing burst sample measures through simple solutions, such as arithmetic average or long measurement intervals.

The literature helps only partially, because conversion from multi-objective to single objective is often done by computing a weighted sum of the different metrics, as shown in [11], [12]. The logical relationships among features and the distinction of mandatory, desirable, and optional selection criteria are not incorporated in these early models. Even more sophisticated hierarchical models [13] do not capture and combine the dynamics of transient phenomena accurately. The large majority of statistical models provide off-line data analyses [14], [15].

Instead, we propose to base self-inspection systems on models that offer a better representation of the system conditions. In this paper we consider models that offer a better representation of the system conditions to implement self-inspection systems. Besides the traditional Simple Moving Average (SMA) model, we consider also the Exponential Moving Average (EMA) as an alternative linear model, and also the 90-percentile as an alternative non-linear model. All these models share the common trait that their computational complexity is compatible to the temporal constraints of run-time monitoring, evaluation and possible autonomic decisions. Our results confirm that the precision of the models largely influences the quality of the self-inspection in terms of an improved ability to detect non-transient load changes. We can also anticipate that a non-linear model, such as the 90-percentile, is the best scheme to extract from many raw data "the information" that is really valuable for taking appropriate and quick actions in the context of Internet-based systems. This model gives even better results than the EMA model that, in its turn, is preferable to the SMA model. The proposed models are applied to a multi-tier Web-based system, but the results can be extended to other Internet-based contexts, where the systems are characterized by similar workloads and resource behaviors.

The paper is organized as follows. Section II contains a motivation for this paper by showing the extreme variability of resource samples in a prototype Internet-based system that is subject to realistic Web workload. Section III proposes and analyzes different models that can be used to get some useful information from raw load samples. In Section IV illustrates the results of a self-inspection mechanism based on different models and evaluates the two main parameters of interest, that is, the model precision and reactivity. Section V concludes the paper with some final remarks.

**II. Motivations**

![Fig. 1. Architecture of the prototype](image-url)
open files, process load, amount of used main memory. As a test-bed example, we consider a dynamic Web-based system referring to a typical multi-tier logical architecture (Figure 1) that is based on the implementation presented in [16].

The workload refers to the TPC-W model that is becoming a de facto standard for the performance evaluation of Web-based systems (e.g., [16]). Requests are generated through a set of emulated browsers, where each browser is implemented as a Java thread that emulates an entire user session with the Web site. We focus on a specific workload scenario that emulates a sudden change in the workload intensity, from a relatively unloaded to a more loaded system. The population is kept at 300 emulated browsers for 5 minutes, then it is suddenly increased to 700 emulated browsers for other 5 minutes.

To illustrate the difficulties in extracting useful information from raw performance samples, in Figures 2 and 3 we report the behavior of some popular resource usage metrics (CPU utilization, disk utilization, network throughput) for the application and the database server, when the system is subject to the TPC-W workload scenario. Besides the single samples, we also report the load representation curve that is based on a smoothed exponential average and that shows a cleaner trend of the resource behavior. All these figures show that the view of a resource obtained from system monitors is extremely variable to the extent that any run-time decision based on these values may be risky when not completely wrong. For example, let us consider a system that must take different decisions depending on the load of a CPU. When the CPU utilization measurements are similar to those in Figure 3(b), any load change detector would alternate frequent on-off alarms, thus making it impossible to a run-time decision system to judge whether a node is really off-loaded or not. On the other hand, a simple average of the samples would mitigate the on-off effects, but at the expenses of the efficacy of the load change detection algorithm.

To prove the degree of the variability of the samples and their temporal dependence, we compute some statistics on the resource measures behavior when the system is subject to the TPC-W workload.

The autocorrelation functions of the CPU utilization, disk throughput and bandwidth on the database server of the multi-tier architecture suggest long-range dependent processes because the values of the Hurst parameter ($H_C = 0.65$, $H_D = 0.63$ and $H_N = 0.61$, respectively) are all $> 0.5$ [17]. This means that the present behavior of resource measures depends on past history.

We analyze the cross-correlation between the emulated load and the resource measures through the Pearson product-moment correlation coefficient $P$. We find that $P_C = 0.80$, $P_D = 0.32$ and $P_N = 0.72$ for the CPU utilization, the disk throughput and the net throughput,
consider the class of load representation with respect to the offered workload, which is a crucial feature. Valid means for load representation and that even simple resource measure aggregations are a focus on the CPU utilization, because it exhibits the highest behavior [18].

used to infer a more representative view of the system load and the utilization of system resources, that can be respectively. Values of the Pearson coefficient close to 1 imply a temporal relationship between the imposed load and the utilization of system resources, that can be used to infer a more representative view of the system behavior [18].

We show how simple load aggregations can yield a consistent trend with varying workload intensities. We focus on the CPU utilization, because it exhibits the highest temporal dependence. Figure 4 shows the sample mean and standard deviation of the CPU utilization as a function of the number of emulated browsers. The sample mean evidences a clear linear dependence with the number of emulated users. As a consequence, even a very simple aggregation strategy (in this case, an average over the last 10 minutes) can point out differences in the trend load. On the other hand, the dispersion of the CPU utilization samples (measured by the standard deviation) remains almost constant. In other words, a load aggregation strategy can capture the behavioral trend with the same precision at different workload intensities. All these considerations seem to suggest that resource measure aggregations are a valid mean for load representation and that even simple aggregations of resource measures can be robust with respect to the offered workload, which is a crucial feature of a self-inspection system.

III. Load representation

The variability of single resource samples must be reduced through load aggregation techniques. We first consider the class of moving averages as linear representative loads, because they smooth out resource measures, reduce the effect of out-of-scale values, are fairly easy to compute at run-time, and are commonly used as trend indicators [19]. We focus on two classes of moving average: the Simple Moving Average (SMA) and the Exponential Moving Average (EMA) that use uniform and non-uniform weighted distributions of the past samples, respectively. We also consider the 90-percentile (P90) of past resource samples as a non-linear model. As we are interested to run-time models in a context of highly variable systems, we cannot consider other popular linear auto-regressive models, such as ARMA and ARIMA [14], [20], because in the considered scenarios they would require frequent updates of their parameters. These operations are computationally too expensive and inadequate to support run-time decision systems. For these reasons, the auto-regressive models find better applications when they are created off-line after examination of all available data, or are applied to workloads that are characterized by low variability and high auto-correlation of load measures.

We describe the models by supposing that the last resource sample $s_i$ and a set of previously collected $n - 1$ samples $s_{i-1}, \ldots, s_{i-n+1}$ are available at time $t_i$.

**Simple Moving Average (SMA).** It is the unweighted mean of the past $n$ resource measures, evaluated at time $t_i (i > n)$:

$$SMA_{i,n} = \frac{1}{n} \sum_{j=1}^{n} s_j$$

An SMA-based load representation evaluates a new value for each sample $s_i$ during the period of observation. The number of considered resource measures is a parameter of the SMA model, hence hereafter we use $SMA_n$ to denote an SMA-based representative load based on $n$ samples. As SMA models assign an equal weight to every resource measure, they introduce a significant delay in the trend representation, especially when the number of considered samples $n$ increases. The EMA models are often considered with the purpose of limiting this delay.

**Exponential Moving Average (EMA).** It is the weighted mean of the past $n$ resource measures, where the weights decrease exponentially. An EMA-based load representation, at time $t_i$, is equal to:

$$EMA_{i,n} = \alpha * s_i + (1 - \alpha) * EMA_{i-1,n}$$

where the parameter $\alpha = 2/(n+1)$ is the smoothing factor. The initial value is the average of the first $n$ measures:

$$EMA_{0,n} = \frac{\sum_{j=0}^{n} s_j}{n}$$

Similarly to the SMA model, the number of considered resource measures is a parameter of the EMA model, hence by $EMA_n$ we denote an EMA-based representative load based on $n$ samples.

**P-Percentile ($P_p$).** Given an ordered series of values $x_1, \ldots, x_n$ (with $x_1 \leq \cdots \leq x_n$), a value $x_j (j \in [1, \ldots, n])$ is said to be the $p$-Percentile if:

$$\begin{cases} \text{at most } (p \times n)/100 \text{ samples } x_i \leq x_j, \\ \text{at most } (100 - p) \times n/100 \text{ samples } x_i \geq x_j. \end{cases}$$
In descriptive statistics, the percentile is a common way of estimating proportions of the data that should fall above and below a given value. In this paper, we will be using the 90-Percentile (denoted as P90).

IV. Performance evaluation

Two properties characterize the quality of a self-inspection system: the rapidity in signaling a significant change of the system state, and the ability to discern a steady change from a transient change. These two properties are conflicting, because a self-inspection system that is able to quickly signal state changes, has also higher chances of interpreting a transient spike as a steady change.

As a qualifying example, we consider the scenario described in Section II, where we have seen that the CPU utilization is the most representative measure of the system state. The self-inspection system signals a change of state to the run-time decision system whenever it detects that the CPU utilization passes over or under an alarm threshold, that for example is set to $Z = 0.6$. It is important to observe that the following results are representative of a large set of experiments that we do not report for limited space reasons. Figure 5 (a) shows the problems that affect a self-inspection system that is based on resource measures. Figures 5 (b-d) consider the same example when the EMA, SMA and P90 models are adopted. There is only one significant state change at 300 seconds, however a self-inspection system based on samples signal many other (false) alarms. In the other three cases, the number of false alarms tends to zero, however we can see that for some models the alarm comes with certain delays. The accuracy of the self-inspection mechanism is evaluated through two possible sources of false detections:

- **Reactivity error.** The excess of oscillations causes many false alarms (*false positive alarms*). This type of errors is extremely evident in the case of samples (Figure 5(a)), but also in the case of a too reactive self-inspection mechanism, such as EMA$_{10}$, SMA$_{10}$ and P90$_{10}$ (Figure 5(b-d)).

- **Delay error.** Excessive smoothing tends to cause delays in signaling even an alarm of significant variation of the state conditions (*false negative alarms*). This type of error is evident in the case of smoothed models, such as EMA$_{60}$ and SMA$_{60}$ (Figure 5(b-c)): both them signal the load change state occurring at $t = 300$ with a delay of about 40 seconds.

The Figures 5 represent the load behavior for different sample vector sizes. All the considered models have the advantage of monotonic and relatively stable results: their delay increases, and their reactivity decreases as a function of $n$. Hence, it is necessary to find a value of $n$ that represents a good trade-off between reduced delays and limited reactivity. The EMA and SMA linear models representations (in Figures 5(b) and (c), respectively) are more sensitive to the choice of $n$ than the representation based on the non linear model, reported in the Figure 5(d). The linear load representation based on short-term moving averages, that is, working on a small set of load measures $n$ (e.g., SMA$_{10}$, EMA$_{10}$), are more responsive to variations of the load conditions, but they are penalized by increased oscillations. On the other hand, long-term moving averages (e.g., SMA$_{60}$, EMA$_{60}$) are more accurate, because they smooth out all minor fluctuations, and tend to show only long-term trends [21], but at the price of low responsiveness. In particular, as the linear load representation based on SMA assigns an equal weight to every resource measure, the choice of the considered $n$ measures implies a clear trade-off. On the other hand, the EMA models limit the SMA delay effects in the representation of the load trend because they give a higher contribution to the last resource measures. From a cross comparison between Figure 5(b) and (c) we can see that an EMA-based load representation is able to signal resource load changes rather quickly and its oscillations are rather smoothed.

Although the EMA-based load representation improves the precision of the SMA-based load representation, both them tend to achieve small oscillations for a high number of samples, but this accuracy is combined with low responsiveness. The non linear load representations (P90), shown in Figure 5 (d), reduce these delay effects without incrementing the sample vector size $n$, as for the linear models. This P90 model is able to combine the two effects of high reactivity and low delay.

The Table I summarizes the results for several load representations by distinguishing the false indications due to delays (false negative alarms) and to reactivity (false positive alarms). When the self-inspection mechanism is based on resource measures, there is a significant number of oscillations around the threshold. In this case, the reactivity errors are the only contributions to false positive alarms, because there are no delays. The self-inspection systems that are based on EMA, SMA and P90 models exhibit a delay error that increases as a function of the number of samples $n$. This error represents the main contribution to false detections, because linear load representations seem smoothed enough to avoid reactivity errors, unless $n$ is too small (e.g. $n = 10$). An overall evaluation of the results in Table I shows that the best self-inspection systems are based on P90$_{10}$ and P90$_{30}$ models. Both these load detectors are characterized by low percentages of false detections, that are always lower than 5%. This is confirmed even by other results referring to scenarios that are not reported in this table. It is also important to analyze the two different errors that contribute to the good results of the 90-percentile models.
When large aggregations of measures (i.e., $n \geq 10$) are adopted, the error is almost entirely due to delays. For small aggregations (i.e., $n < 15$), the main contribution is due to excessive reactivity. We can conclude that for the autonomic systems that require immediate signals, a self-inspection mechanism based on P90$_{10}$ is the best choice. Alternatively, a self-inspection mechanism based on P90$_{30}$ is preferable when the run-time management system has not to be disturbed by an excessive amounts of false alarms.

As a final result, we think it is important to evaluate the sensitivity of the best self-inspection systems to the alarm threshold values. In Figure 6 we report as example the percentage of false detections scenario as a function of different alarm thresholds in the interval $[30, 75]$. The goal is to show the stability of the results even in the most critical cases of a threshold value that is close to the average load reaching the system. From this figure we have that, for all alarm threshold values, the percentage of false alarms of the self-inspection system based on models are much lower than the corresponding alarms when the self-inspection system is based on resource measures. It is an important result that the two self-inspection systems based on EMA$_{30}$ and P90$_{30}$ never cause more than 10% of false detections even in the most critical cases. Moreover, we can confirm that the P90 model is preferable to the best linear model. Let us summarize the overall contributions of this study:

- The size of the sample vector plays an important role in the accuracy of load representation and, consequently, on the efficacy of the self-inspection system.
- Among linear and non-linear models, the 90-percentile models are by far the most accurate, with percentages of false alarms always below 5%. In particular, the autonomic systems that require im-
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Fig. 5. Results obtained by different models for self-inspection
of Internet-based applications subject to burst arrivals and periodic sampling of monitored raw data. In the context of autonomic systems. Many run-time decision systems evaluate load conditions of system resources through the use of autonomic systems. Many run-time decision systems evaluate load conditions and for detecting non-transient changes of load conditions are at the basis of the large majority of autonomic systems. Many run-time decision systems evaluate load conditions of system resources through the periodic sampling of monitored raw data. In the context of Internet-based applications subject to burst arrivals and heavy-tailed workloads, the direct use of monitored raw data or simple averages of sample values is not applicable to self-inspection problems, because the measures obtained from resource monitors are extremely variable and subject to staleness [10].

We demonstrate that simple linear models, such as SMA, do not work well, whereas more complex linear models, such as EMA that gives a different weight to the samples, support self-inspection mechanisms much better. However, both of them are surpassed by a non-linear model, such as the 90-percentile, that seems the most appropriate basis for autonomic systems subject to heavy-tailed workload and burst arrivals, that are typical of Internet-based systems.

Fig. 6. False detection errors as a function of the alarm threshold

- The most accurate self-inspection mechanisms based on EMA\textsubscript{30} and P90\textsubscript{30} models preserve their accuracy for a wide range of threshold values. Guaranteeing a low number of false alarms independently of the signaling threshold is one of the most desirable property that ensures stability of the self-* system independently of its main control parameters.

V. Conclusions

Self-inspection mechanisms for evaluating the state of system resources and for detecting non-transient changes of load conditions are at the basis of the large majority of autonomic systems. Many run-time decision systems evaluate load conditions of system resources through the periodic sampling of monitored raw data. In the context of Internet-based applications subject to burst arrivals and heavy-tailed workloads, the direct use of monitored raw data or simple averages of sample values is not applicable to self-inspection problems, because the measures obtained from resource monitors are extremely variable and subject to staleness [10].

We demonstrate that simple linear models, such as SMA, do not work well, whereas more complex linear models, such as EMA that gives a different weight to the samples, support self-inspection mechanisms much better. However, both of them are surpassed by a non-linear model, such as the 90-percentile, that seems the most appropriate basis for autonomic systems subject to heavy-tailed workload and burst arrivals, that are typical of Internet-based systems.
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